	Course code. Course title
Parallel and distributed systems

	Name of the lecturer: 
Assoc Prof Vasil Georgiev

	Type of the course
compulsatory
	Level of course
Master of Science

	Year of study
first
	Semester/trimester
first

	Number of ECTS credits allocated
7,5
	number of hours
45 lectures, 30 seminars

	Teaching methods
Face to face
	Objective of the course
This course covers the architecture and systems supporting advanced high-performance computers

	Assessment methods
Exam and tests
	Language of instruction
Bulgarian


Prerequisites
Computer Architecture, Advanced Computer Architecture, Computer Networks
Course contents

This course presents the continuous process of adoption of the concepts of parallel and distributed systems from the commodity computers. First four lectures explain RISC and CISC architectures, superscalar, vector and super-pipeline computers as well as the distributed systems. Further in next lectures process control mechanisms, identification of the objects, distributed communications, security system, fault tolerance, load balancing and other important issues are explained. The concepts are illustrated by elements and comparison between NFS, CORBA, RPC, RMI, Jini, WWW and other popular distributed systems. The course’s goal is to provide the students with the essential knowledge and abilities for design and performance analysis of the parallel and distributed systems. This course is oriented to graduate and Master students in Informatics and Information Systems.
Recommended readings
1. Kai Hwang. Advanced Computer Architecture: Parallelism, Scalability, Programmability. McGraw-Hill, 1992.
2. Andrew S. Tanenbaum, Maarten Van Steen. Distributed Systems: Principles and Paradigms. Prentice Hall, 2001.
3. Iosif G. Ghetie. Networks and Systems Management: Platforms Analysis and Evaluation. Kluwer Academic Publishers, 1997.






