	Course code. Course title
Parallel and distributed processing

	Name of the lecturer: 
Assoc Prof Vasil Georgiev

	Type of the course
Elective
	Level of course
Master of science

	Year of study
first
	Semester/trimester
second

	Number of ECTS credits allocated
7,5
	number of hours
45 lectures, 30 seminars

	Teaching methods
Face of face
	Objective of the course
This course presents an extensive survey of the methods for solving complex problems by means of the parallel programming

	Assessment methods
Exam and tests
	Language of instruction
Bulgarian


Prerequisites

Parallel and distributed systems
Course contents

The connection and dependence between architecture system tools and application algorithms is explained thoroughly. The parallel programming tools of UNIX, PVM and MPI are presented as well as the language support of C*, Ada, Occam, Fortran and functional and dataflow languages. Part of the lectures explains the most important and frequently used parallel algorithms for graphs, numerical solutions, searching, sorting and simulations. The basic methods and concepts for performance evaluation of the parallel algorithms and programs are presented as well as the approaches of effective and architecture-compliant parallel programming. This course is oriented to graduate and Master students in Informatics and Information Systems.

Recommended readings
1. Barry Wilkinson, Michel Allen. Parallel Programming. Sec. edition, Prentice Hall, 2005.
2. Seyed Roosta, Parallel Processing and Parallel Algorithms: Theory and Computation. Springer Verlag, 2000. 
3. David E. Culler, Jaswinder Pal Singh, Anoop Gupta. Parallel Computer Architecture: A Hardware/Software Approach. Morgan Kaufmann, 1998.






