	Course code. Course title
Parallel and distributed processing

	Name of the lecturer: 
Assoc. prof. Vassil Georgiev

	Type of the course
eligible
	Level of course
Master of Science

	Year of study
first
	Semester/trimester
second

	Number of ECTS credits allocated
7,5
	number of hours
45 lectures, 30 labs

	Teaching methods
Face-to-face
	Objective of the course
To provide knowledge and skills in applied programming for parallel high-performance systems.

	Assessment methods
Exam
	Language of instruction
Bulgarian


Prerequisites
Courses Computer Architecture, Computer networks, Fundamentals of programming, and Parallel systems.
Course contents

1. Computer architectures. Classification. Parallel and steam architectures. 
2. Components of the parallel architectures. Memory and communication arrangement. Integrated parallel processors. 
3. Parallel programming. Processing models. Data and management parallelism. Synchronous, asynchronous and distributed architectures. Level of parallelism. 
4. Parallel programming platforms. UNIX and PVM. 
5. Design of parallel algorithms. Methods. Performance analysis, evaluation and measuring. 
6. Parallel graph processing. 

7. Parallel search. 
8. Parallel computations. Matrix, Matrix norms, expressions and equation processing. 
9. Steam and functional programming. Languages VAL and SISAL.
10. Asynchronous parallel programming. Languages Ada and Occam. 
11. Parallel data processing applications. Languages C* and Fortran. 
12. Parallel programming in AI systems – algorithms, architectures, languages. 
Recommended readings
1. Barry Wilkinson, Michel Allen. Parallel Programming. Sec. edition, Prentice Hall, 2005.
2. Seyed Roosta, Parallel Processing and Parallel Algorithms: Theory and Computation. Springer Verlag, 2000. 
3. David E. Culler, Jaswinder Pal Singh, Anoop Gupta. Parallel Computer Architecture: A Hardware/Software Approach. Morgan Kaufmann, 1998.






